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Dataset Distillation (DD)
Ø Input: An original real dataset
Ø Output: A much smaller synthetic dataset 

with performance to the original one
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Ø Format of synthetic samples is the same as 
that of original ones 

Ø Poor Data Efficiency

Ø Decompose a dataset into bases and 
hallucinators

Ø Bases: Storing sample-specific information
Ø Hallucinators: Storing shared information

Previous Methods on DD

DD via Factorization

Previous Works Ours

Store Raw Image
Store Hallucinator-Base Parameterization 

to Improve Data Efficiency

Motivation

Method

Pair-wise Reconstruction
Ø Samples are generated by feeding arbitrary 

bases into arbitrary hallucinators
Ø Exponential informativeness gain

Ø Dataset distillation wants to minimize the 
similarity between samples generated by 
different hallucinators but the same basis

Ø An Adversary wants to maximize it
Ø Increase sample-wise diversity

Ø Compatible with all existing DD methods
Ø Yield consistent improvement

Adversarial Contrastive Loss 

A Plug-and-Play Parameterization

Overview Pipeline and Details of the Hallucinator

Qualitative comparisons with the baseline.

Comparisons with State-of-the-Arts

Comparison under the Same Number of Images

Study on the Number of Channels used
by Bases and the Number of Hallucinators
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